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Finite-difference time-domain-based optical microscopy simulation of dispersive media facilitates the development of optical imaging techniques
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Abstract. Combining finite-difference time-domain (FDTD) methods and modeling of optical microscopy modalities, we previously developed an open-source software package called Angora, which is essentially a “microscope in a computer.” However, the samples being simulated were limited to nondispersive media. Since media dispersions are common in biological samples (such as cells with staining and metallic biomarkers), we have further developed a module in Angora to simulate samples having complicated dispersion properties, thereby allowing the synthesis of microscope images of most biological samples. We first describe a method to integrate media dispersion into FDTD, and we validate the corresponding Angora dispersion module by applying Mie theory, as well as by experimentally imaging gold microspheres. Then, we demonstrate how Angora can facilitate the development of optical imaging techniques with a case study.
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1 Introduction

Optical microscopy is fundamental to biological and medical research. Recent advances in optical imaging techniques and image-processing algorithms are yielding critical information of biological significance. For example, stochastic optical reconstruction microscopy allows identifying molecules of size below the diffraction limit. Partial-wave spectroscopic microscopy permits quantifying the statistics of nanoscale refractive index (RI) fluctuations in a label-free medium. Upon implementing multiple illuminations and applying inverse algorithms, three-dimensional (3-D) structures of biological samples can be retrieved from microscope images.

In the past, experimental techniques have been mandatory in the development of any proposed new optical imaging techniques. However, experiments may entail high costs, lengthy delays, and measurement noise or uncertainties. An adjunct (or even an alternative) approach is to use a rigorous, robust computer simulation tool.

Our group developed the open-source software, Angora, which is essentially a “microscope in a computer.” Angora implements the finite-difference time-domain (FDTD) solution of Maxwell’s equations to compute with nanometer resolution the optical electromagnetic field scattered by a nondispersive sample. Via rigorous integral transforms, Angora then propagates this field through an array of apertures and lenses to ultimately synthesize full-color pixels at the microscope’s image plane.

However, many biological samples are dispersive, i.e., media having a wavelength-dependent RI. For example, red blood cells selectively absorb light with different wavelengths, and highly dispersive staining agents and metallic biosensors are widely used to create image contrast.

In order to accurately simulate the microscopy of such biological samples, we have extended Angora to model dispersive media. Here, we first introduce the FDTD modeling of Drude and Lorentz dispersions in Angora and validate the module. Then, we illustrate how this tool can facilitate the development of optical imaging techniques.

2 Theory

2.1 Modeling of Dispersion

Isotropic, linear dispersion of media can be described by Lorentz and/or Drude models. Lorentz model has been proposed to describe the resonance of nuclei-bounded electrons in dielectrics, and the Drude model has been used to model the transport of free electrons in metals. For a Lorentz medium with \( P_k \) pole-pairs, the complex-valued frequency-dependent permittivity, \( \varepsilon(\omega) \), can be expressed as

\[
\varepsilon(\omega) = \varepsilon_\infty + \Delta \sum_{k=1}^{P_k} \frac{\Delta \varepsilon_k \omega_k^2}{\omega_k^2 - \omega^2 + i \omega \gamma_k}.
\]

Here, \( \varepsilon_\infty \) is the static dielectric constant, \( \Delta \) is the peak magnitude of the resonance, and \( \gamma_k \) is the damping factor. The resonance frequency is given by \( \omega_k = \sqrt{\omega^2 + \gamma_k^2} \), with \( \omega^2 = \frac{4\pi c}{\lambda_0} \) (where \( c \) is the speed of light and \( \lambda_0 \) is the wavelength in vacuum), and \( \omega_0 = \frac{4\pi c}{\lambda_0} \) is the resonance frequency in vacuum.
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where \( p \) represents the pole-pair number ranging from 1 to \( P_L \), \( \varepsilon_\infty \) is relative permittivity at infinite frequency, \( \Delta \varepsilon_p \) is relative permittivity of the \( p' \)th Lorentz pole-pair at zero frequency minus that at infinite frequency, \( \alpha_{L,p} \) represents the undamped frequency of the \( p' \)th Lorentz pole-pair, and \( \delta_{L,p} \) represents the damping factor of the \( p' \)th Lorentz pole-pair.

For a Drude medium with \( P_D \) poles, the complex permittivity can be expressed as

\[
\varepsilon(\omega) = \varepsilon_\infty + \sum_{p=1}^{P_D} \frac{\alpha_{D,p}^2}{2j\omega \tau_{D,p} - \omega^2},
\]

where \( p \) represents the pole number changing from 1 to \( P_D \), \( \alpha_{D,p} \) represents the undamped frequency of the \( p' \)th Drude pole, and \( \tau_{D,p} \) represents the relaxation time of the \( p' \)th Drude pole. Examples of the wavelength-dependent permittivity profiles of Lorentz and Drude media are shown in Figs. 1(a) and 1(b), respectively.

Mathematically, Drude poles can be considered as special cases of Lorentz pole-pairs when \( \alpha_{L,p} \) is small and \( \Delta \varepsilon_p \) is large. Consequently, it is possible to combine the expressions for Lorentz and Drude models. For a combined Lorentzian/Drude model with \( P \) pole-pairs, the complex permittivity can be rewritten as

\[
\varepsilon(\omega) = \varepsilon_\infty + \sum_{p=1}^{P} \frac{\Omega_p^2}{\omega^2 + 2j\omega \delta_p - \omega^2},
\]

where

\[
\begin{align*}
\Omega_p &= \begin{cases} 
\sqrt{\Delta \varepsilon_p} \alpha_{L,p} (\text{Lorentz}) \\
\alpha_{D,p} (\text{Drude})
\end{cases} \\
\delta_p &= \begin{cases} 
\delta_{L,p} (\text{Lorentz}) \\
1/\tau_{D,p} (\text{Drude})
\end{cases} \\
\omega_p &= \begin{cases} 
\alpha_{L,p} (\text{Lorentz}) \\
0 (\text{Drude})
\end{cases}
\end{align*}
\]

This combination simplifies the implementation of Lorentz and Drude models in FDTD.

### 2.2 Finite-Difference Time-Domain Implementation

The combined Lorentz/Drude model was integrated into the FDTD algorithm by introducing polarization current \( J_p \) and updating \( J_p \) at each time step.\(^6\) To update \( J_p \) at the \((n+1)\)st time-step

\[
J_p^{n+1} = \alpha_p J_p^n + \xi_p J_p^{n-1} + \gamma_p \left( \frac{E^{n+1} - E^{n-1}}{2\Delta t} \right),
\]

where

\[
\begin{align*}
\alpha_p &= 2 - \frac{\alpha_{D,p}^2 \Delta t^2}{1 + \delta_p \Delta t} \\
\xi_p &= \frac{\delta_p \Delta t - 1}{\delta_p \Delta t + 1} \\
\gamma_p &= \frac{\epsilon_0 \Omega_p^2 \Delta t^2}{1 + \delta_p \Delta t}
\end{align*}
\]

Here, \( \Delta t \) is the FDTD time-step, and \( \epsilon_0 \) is the vacuum permittivity.

To update the electric field at \((n+1)\)st time-step

\[
E^{n+1} = C_1 E^n + C_2 E^n + C_3 \left\{ \nabla \times H^{n+1/2} - \frac{1}{2} \sum_{p=1}^{P} \left[ (1 + \alpha_p) J_p^n + \xi_p J_p^{n-1} \right] \right\},
\]

where

\[
\begin{align*}
C_1 &= \frac{\frac{1}{2} \sum_{p=1}^{P} \gamma_p}{2 \epsilon_0 \varepsilon_\infty + \frac{1}{2} \sum_{p=1}^{P} \gamma_p + \sigma \Delta t} \\
C_2 &= \frac{2 \epsilon_0 \varepsilon_\infty - \sigma \Delta t}{2 \epsilon_0 \varepsilon_\infty + \frac{1}{2} \sum_{p=1}^{P} \gamma_p + \sigma \Delta t} \\
C_3 &= \frac{2 \Delta t \sigma}{2 \epsilon_0 \varepsilon_\infty + \frac{1}{2} \sum_{p=1}^{P} \gamma_p + \sigma \Delta t}
\end{align*}
\]

and \( \sigma \) is the electric conductivity.

Compared to FDTD implementation without dispersion, this implementation utilizes electric field at two time steps before and introduces extra a time-marching variable \( (J_p) \), thus requiring more computational time and memory. For a material modeled with no dispersion, updating and storing each \( E \)-field requires 11 floating-point operations and three words of memory, while for a material modeled with one Drude/Lorentz pole pair, this needs 17 floating-point operations and seven words of memory.

![Four components of Angora’s optical imaging system.](https://photonicsforenergy.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics/June-2016/065004-2/065004-2)
2.3 Components of Angora’s Optical Microscopy Simulation System

In order to model an optical microscope and computationally synthesize images of a sample, Angora employs four system components (Fig. 2): (1) an illumination component that injects a light source (point source, plane wave, focused beam, partially coherent light, and so on) as an electromagnetic wave into the scattering space; (2) a scattering component, where the object of interest interacts with the impinging electromagnetic field via time-marching of the full-vector Maxwell’s curl equations within a 3-D nanometer-resolution FDTD space lattice; (3) a collection component that integrates/transforms the FDTD-computed scattered electromagnetic field from the near zone to the far field; and (4) a refocusing component that redirects the scattered electromagnetic field in the optical far-field onto a virtual image plane and synthesizes the microscope image of the object color pixel by color pixel.

3 Methods and Materials

3.1 Angora Simulations

As stated above, the Angora computational microscopy software employs FDTD at its heart to compute optical interactions with arbitrary material samples using the full-vector Maxwell’s equations solved on a 3-D nanometer-resolution space lattice. All simulations in this paper were performed using Angora.1,4,7

FDTD has become one of the most popular numerical methods to solve Maxwell’s equations for electromagnetic wave interactions with material structures. With FDTD, the continuous 3-D electromagnetic field is projected onto a pair of discrete spatially interleaved lattices: one for the electric field vector components and one for the magnetic field vector components. FDTD is initialized by mapping the spatially inhomogeneous material properties of the sample to be imaged onto these dual lattices. Then, via Maxwell’s curl equations, FDTD time-marches all of the electric and magnetic field vector components in the interaction volume, thereby closely emulating the naturally occurring electromagnetic wave propagation and scattering processes. Compared to other numerical techniques such as the finite-element method and the method of moments, FDTD allows models of significantly greater complexity, i.e., number of vector field components, to be implemented. Currently, FDTD’s simulation horizon is on the order of one-trillion (10^{12}) vector field components when run on a national-class supercomputer such as Blue Waters at NCSA and Mira at Argonne National Laboratory.

3.1.1 Far-field scattering by a 320-nm diameter dispersive microsphere in free space

In order to evaluate Angora’s accuracy when applied to calculate light scattered from dispersive media, we first modeled far-field scattering by a single dispersive microsphere in infinite free space (Fig. 3). The microsphere, assumed to have a diameter of 320 nm and an electric conductivity \( \sigma = 3 \times 10^5 \text{ S/m} \), was placed at the center of a 3-D cubic-cell FDTD space lattice of uniform cell size \( \Delta = 2 \text{ nm} \) terminated on all sides by a 5-cell-thick convolutional perfectly matched layer absorbing outer boundary. For all the simulations in this paper, cell sizes \( \Delta \) were selected to be sufficiently small so that numerical dispersion can be ignored and the Courant number was 0.98.

The 320-nm diameter microsphere was illuminated by a broadband optical plane wave (wavelength range \( \lambda = 400 \) to 800 nm). To assess the accuracy of the modeling procedure, the normalized scattered optical electric field in the far zone was computed as a function of angle and wavelength and compared with the exact Mie series.8 The microsphere medium was characterized by three distinct dispersion models: triple-Drude, triple-Lorentz, and Drude-Lorentz, as shown in columns 1, 2, and 3 of Table 1, respectively. Using 100-CPU processors (Intel Sandybridge E2670) and 8 GB of memory, these three simulations took 1 h to finish.

3.1.2 Imaging of a single 1-\( \mu \text{m} \) diameter gold microsphere on a glass slide

Angora’s complete computational imaging procedure was tested by comparing its synthesized microscope image of a 1-\( \mu \text{m} \)-diameter gold microsphere on a glass slide (RI \( n = 1.53 \)) to that obtained using a laboratory microscope. The Drude + double-Lorentz model parameters assumed for gold9 are listed in column 4 of Table 1. The FDTD space lattice employed uniform cubic cells of size \( \Delta = 5 \text{ nm} \). The microsphere was illuminated by a plane electromagnetic wave of wavelength \( \lambda = 640 \text{ nm} \) at an angle of incidence of 20°.

Table 1 Model parameters for the dispersive media used in the validation studies. \( \alpha_p \) has a unit of rad/s and \( \delta_p \) has a unit of s^{-1}. For the Drude model, \( \delta_p = 1/\tau_p \).

<table>
<thead>
<tr>
<th></th>
<th>Triple-Drude</th>
<th>Triple-Lorentz</th>
<th>Drude-Lorentz</th>
<th>Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon_\infty )</td>
<td>2.25</td>
<td>2.25</td>
<td>2.25</td>
<td>5.40</td>
</tr>
<tr>
<td>( \omega_1 )</td>
<td>( 4.00 \times 10^{15} )</td>
<td>( 3.00 \times 10^{15} )</td>
<td>( 4.00 \times 10^{15} )</td>
<td>( 1.40 \times 10^{16} )</td>
</tr>
<tr>
<td>( \delta_1 )</td>
<td>( 3.33 \times 10^{15} )</td>
<td>( 2.00 \times 10^{14} )</td>
<td>( 3.33 \times 10^{15} )</td>
<td>( 5.52 \times 10^{13} )</td>
</tr>
<tr>
<td>( \Delta \varepsilon_1 )</td>
<td>—</td>
<td>0.80</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>( \omega_2 )</td>
<td>( 2.00 \times 10^{15} )</td>
<td>( 1.00 \times 10^{15} )</td>
<td>( 3.00 \times 10^{15} )</td>
<td>( 4.27 \times 10^{15} )</td>
</tr>
<tr>
<td>( \delta_2 )</td>
<td>( 2.50 \times 10^{15} )</td>
<td>( 2.00 \times 10^{14} )</td>
<td>( 2.00 \times 10^{14} )</td>
<td>( 4.35 \times 10^{14} )</td>
</tr>
<tr>
<td>( \Delta \varepsilon_2 )</td>
<td>—</td>
<td>0.50</td>
<td>0.80</td>
<td>0.68</td>
</tr>
<tr>
<td>( \omega_3 )</td>
<td>( 2.00 \times 10^{15} )</td>
<td>( 5.00 \times 10^{15} )</td>
<td>—</td>
<td>( 5.23 \times 10^{15} )</td>
</tr>
<tr>
<td>( \delta_3 )</td>
<td>( 2.00 \times 10^{15} )</td>
<td>( 1.00 \times 10^{14} )</td>
<td>—</td>
<td>( 6.61 \times 10^{14} )</td>
</tr>
<tr>
<td>( \Delta \varepsilon_3 )</td>
<td>—</td>
<td>0.20</td>
<td>—</td>
<td>1.86</td>
</tr>
</tbody>
</table>
illuminated by a broadband plane wave ($\lambda = 500$ to 700 nm) from above, and its reflection microscope images were calculated at 30 discrete wavelengths within this range. A full-color image of the gold microsphere was then synthesized from these images via CIE color-matching functions. Using 100 CPU processors and 64 GB of memory, this simulation took 5 h to finish.

### 3.1.3 Imaging of a pair of 60-nm-diameter gold nanospheres in infinite free space

This involved an investigation of how Angora might be applied to distinguish between pairs of closely spaced (but noncontacting) gold nanoparticles (GNPs) located either parallel or transverse to the propagation direction of the illuminating optical wave. Here, the midpoint in space between the adjacent nanospheres was placed at the center of an open-region 3-D FDTD space lattice employing uniform cubic cells of size $\Delta = 2$ nm (indicated to be sufficiently fine by convergence studies). The collection numerical aperture (NA) was set as 0.6. The nanosphere pairs were illuminated by a broadband plane wave ($\lambda = 390$ to 750 nm), and their reflection microscope images were calculated at 30 discrete wavelengths within this range. Full-color images of the nanosphere pairs were then synthesized from these images via CIE color matching functions. Using 100-CPU processors and 1 GB of memory, these simulations took 15 min to finish.

### 3.2 Laboratory Measurements

#### 3.2.1 Gold nanosphere sample preparation

A glass slide was treated with a plasmon cleaner (PELCO easiGlow, Ted Pella, Redding, California) for 1 min to clean the surface. Prior to depositing, the gold nanosphere solution (1000 nm spherical nanoparticles, Nanopartz, Loveland, Colorado) was vortexed for 3 min at maximum speed to avoid clustering. A droplet of 50-μL gold nanosphere solution was then pipetted gently onto the glass slide and air-dried for later measurement.

#### 3.2.2 Microscopy equipment and procedures

Experimental data were collected using a custom built Epi-illumination spectral microscope. Specifically, visible light from a xenon lamp (66902 100W, Oriel Instruments, Stratford, Connecticut) was spectrally tuned to a single wavelength by an acousto-optic tunable filter (HIS-300, Gooch & Housego, Orlando, Florida) before illuminating a sample. A 40× objective lens (NA = 0.6, LUCPlanFL PL, Olympus, Center Valley, Pennsylvania) was used for illumination and collection of the backscattered light. Images were acquired using a CMOS camera (Hamamatsu ORCA-Flash 2.8, Bridgewater, New Jersey). Two electronic apertures (62281, Newport Corporation, Irvine, California) in the illumination and collection portions of the light path conjugate to the objective back focal plane allowed adjustment of the illumination and collection NA of the system. The instrument was controlled with a custom software interface developed in MATLAB® (MathWorks, Natick, Massachusetts). Spectral data were acquired by tuning the AOTF over a range of desired wavelengths and acquiring an image with the camera at each one, yielding a spectral data cube ($x, y, \lambda$).

### 4 Results

#### 4.1 Comparison of the Angora-Computed Far-Field with Mie Theory

Scattering from a dispersive material sphere can be precisely modeled by the Mie theory, one illuminating wavelength at a time. This permitted validation of Angora’s FDTD kernel by comparing it to the Mie theory on its computed far-zone scattered electric field for the 320-nm diameter microsphere of Fig. 3. These results are summarized in Fig. 4.

Figure 4(a) shows the wavelength-dependent complex permittivity of the triple-Drude dispersion of column 1 of Table 1 initially assumed for the 320-nm diameter microsphere. Figure 4(b) shows for a single wavelength of 532 nm the corresponding Angora versus Mie comparison of the computed far-zone scattered electric field (normalized by the distance, r, from the microsphere) over the range of angles $\varphi = 0$ deg, $\theta = 0$ deg to 180 deg. Figure 4(c) compares the Angora versus Mie computed far-zone scattered electric field in the backscattering direction ($\varphi = 0$ deg, $\theta = 0$ deg) over the wavelength range $\lambda = 400$ to 800 nm.

Figures 4(d)–4(f) show results by analogy to those of Figs. 4(a)–4(c) but for the case of the triple-Lorentz dispersion of column 2 of Table 1 assumed for the 320-nm diameter microsphere. Figures 4(g)–4(i) show results again by analogy to those of Figs. 4(a)–4(c) but for the case of the Drude + double-Lorentz dispersion of column 3 of Table 1 assumed for the 320-nm-diameter microsphere.

In each case shown in Fig. 4, the Angora-computed far-zone scattered electric field matches very well with the Mie theory, with the mean percent error over all angles or wavelengths below 1%.

#### 4.2 Comparison with Experiment of the Angora-Synthesized Image of a Gold Microsphere on a Glass Slide

Figure 5 shows full-color bright-field reflection images over the wavelength range $\lambda = 500$ to 700 nm of a 1-μm-diameter gold microsphere on a glass slide, as synthesized by Angora [Fig. 5(a)] and as obtained by experiment [Fig. 5(b)]. For the Angora model, gold was assumed to have the Drude + double-Lorentz model parameters listed in column 4 of Table 1, resulting in the complex permittivity profile versus $\lambda$ graphed in Fig. 5(c).

In this study, all image intensities were normalized by reflection from the air–glass interface. In addition, RGB images were reconstructed from the spectral components of the Angora-synthesized and experimentally measured reflection microscope images using CIE color matching functions. We see that, despite experimental imperfections primarily due to the gold microsphere having a slightly nonspherical shape, the color image synthesized by Angora agreed well with that obtained experimentally. Furthermore, a good match was observed between the Angora-computed and experimentally measured wavelength-dependent color spectra of the gold microsphere [Fig. 5(d)].

On the basis of the analytical and experimental comparisons reviewed above, we conclude that, with the incorporation of multipole dispersion modeling into its FDTD kernel, Angora can now accurately simulate light scattering from a dispersive...
sample and, furthermore, accurately synthesize microscope images of samples having known dispersions.

4.3 Angora Studies of Pairs of 60-nm-Diameter Gold Nanoparticles Aligned either Transverse or Parallel to the Incident Illumination

This section discusses an example that indicates how Angora can facilitate the development of optical imaging technologies for biological and medical research. GNPs have been exploited for biorelated applications from sensing and diagnosis\(^{12,13}\) to cancer treatment.\(^{14,15}\) While optical imaging techniques were used to localize and quantify GNPs,\(^{16}\) detailed information about GNPs’ quantity and location under diffraction limits are missing. More fundamental to this problem is how to distinguish a single GNP from two GNPs close to each other. Thus, an imaging technique that can distinguish them would provide additional GNP information under diffraction limits and hence benefit the investigation of diverse biological processes.

Here, we propose to use bright-field white-light microscopy to achieve this goal and Angora simulations for synthesizing and analyzing the microscope images. In order to investigate whether and how we can distinguish a single GNP from a pair of adjacent GNPs located within one diffraction-limited spot by bright-field white-light microscopy, the most straightforward method is to perform numerical simulations for both cases and compare their images. To this end, we applied Angora to synthesize bright-field microscope images of a single 60-nm-diameter gold nanoparticle and a pair of 60-nm-diameter gold nanospheres having a variable orientation relative to the illumination direction. Angora-synthesized microscope images at discrete wavelengths were transformed to RGB color images by CIE color matching functions. Each of these images was then normalized by its maximum intensity.
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Fig. 5 Bright-field full-color reflection images of a 1-μm-diameter gold microsphere on a glass slide (a) synthesized by Angora and (b) experimentally obtained; (c) complex-valued permittivity profile of gold in the optical range assumed in the Angora model; (d) comparison of Angora-computed and experimentally measured wavelength-dependent spectra at the center pixels of the microsphere.

Fig. 6 Angora-synthesized bright-field full-color reflection images of a single gold nanosphere or a pair of gold nanospheres located along the x-axis (first row) and along the z-axis (second row). The numbers represent the distance in nm between the adjacent surfaces of the nanospheres in each pair.

Referring to the first row of Angora-synthesized images in Fig. 6, we found that, for a pair of 60-nm-diameter gold nanospheres located within one diffraction-limited spot along the x-axis (first row) and along the z-axis (second row). The numbers represent the distance in nm between the adjacent surfaces of the nanospheres in each pair.

In marked contrast, as shown in the second row of images in Fig. 6, we found that if the pair of 60-nm-diameter gold nanospheres is located along the z-axis, i.e., parallel to the illumination, the pair’s image color differs significantly from that of a single 60-nm-diameter nanosphere. Furthermore, as shown in Fig. 7(b), both the amplitude and shape of the pair’s spectrum vary significantly as the z-distance between the adjacent nanosphere surfaces changes.

We believe that this contrasting spectral behavior originates from interference of the scattered light between the pair of nanospheres. Due to the moderate NA of 0.6 used in this study, the observed interference phenomenon would be collected optimally by the aperture if the pair were located along the z-axis than if located along an x-y plane. Since the spectral frequency of the interference is dependent upon the optical path difference, i.e., the distance between the two nanospheres, the change of spectral shape would only appear when the nanosphere pair is positioned along the z-direction of illumination. In addition, for the nanosphere pair located along the z-axis, the upper nanosphere would perturb the field illuminating the nanosphere below it.

Altogether, by analyzing Angora-synthesized microscope images and center-pixel spectra, we have established that it is theoretically possible to distinguish a pair of gold nanospheres within a diffraction-limited spot from a single nanosphere merely based on bright-field spectroscopic microscope images. It is now clear that bright-field microscope images and center-pixel spectra of nanospheres aligned along the direction of illumination can be distinguished more readily from a single nanosphere than when located in a plane transverse to the illumination. This observation should provide useful guidance for the development of more accurate spectroscopic microscopy techniques for imaging GNPs.

5 Discussion

This paper reports the further development of the open-source computational microscopy software, Angora, a “microscope in a computer,” to permit accurate modeling of samples having complicated dispersion properties. This now allows the computational synthesis of microscope images of most common biological samples. We first described means to integrate media dispersive properties into the FDTD Maxwell’s equations solver that optimally by the aperture if the pair were located along the z-axis. This observation should provide useful guidance for the development of more accurate spectroscopic microscopy techniques for imaging GNPs.

While commercial FDTD software has incorporated Lorentz/Drude dispersion to model limited type of optical modalities, open-source FDTD packages have not offered the convenience...
of simulating optical images of dispersive materials. To the best of our knowledge, Angora, with a full range of built-in models of optical modalities, is the first open-source FDTD software that enables simulating optical images of dispersive samples.

Overall, now upgraded to rigorously model optical interactions with complex dispersive media, Angora can facilitate the development of new optical imaging techniques for most common biorelated materials. Angora retains all of its previous favorable characteristics: (1) high accuracy and robustness, afforded by its FDTD Maxwell’s equations solver and the rigorous integral transforms used to propagate the FDTD-computed near fields all the way to synthesize full-color pixels at the image plane; (2) great flexibility in modeling samples since the optical properties of inhomogeneous sample media are directly mapped onto a uniform spatial grid having a resolution selected by the modeler; (3) great flexibility in modeling optical sources (e.g., partially coherent light and focused laser beams) and microscopy methods (e.g., bright field, dark field, and phase contrast); (4) free of noise and experimental artifacts so that sources of experimental errors can be more readily spotted and evaluated; and (5) portability to processor arrays ranging from laboratory clusters to national-class supercomputers, thereby allowing a steady increase in modeling capability as the availability of computer resources improves. We believe that Angora, available to anyone, anywhere, via free download, can become an important adjunct to laboratories engaged in the advancement of optical microscopy.
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