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Abstract. Attention to tampering by median filtering (MF) has recently increased in digital image forensics. For
the MF detection (MFD), this paper presents a feature vector that is extracted from two kinds of variations
between the neighboring line pairs: the row and column directions. Of these variations in the proposed method,
one is defined by a gradient difference of the intensity values between the neighboring line pairs, and the other is
defined by a coefficient difference of the Fourier transform (FT) between the neighboring line pairs. Subsequently,
the constructed 19-dimensional feature vector is composed of these two parts. One is the extracted
9-dimensional from the space domain of an image and the other is the 10-dimensional from the frequency domain
of an image. The feature vector is trained in a support vector machine classifier for MFD in the altered images. As
a result, in the measured performances of the experimental items, the area under the receiver operating char-
acteristic curve (AUC, ROC) by the sensitivity (PTP: the true positive rate) and 1-specificity (PFP: the false-positive
rate) are above 0.985 and the classification ratios are also above 0.979. Pe (a minimal average decision error)
ranges from 0 to 0.024, and PTP at PFP ¼ 0.01 ranges from 0.965 to 0.996. It is confirmed that the grade evalu-
ation of the proposed variation-based MF detection method is rated as “Excellent (A)” by AUC is above 0.9.© The
Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in
whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JEI.25.5.053039]
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1 Introduction
In the image alterations for the forgeries, the tampering uses
compression, filtering, averaging, rotating, mosaic editing,
and updownscaling. In particular, the median filtering (MF)
is preferred among some forgers because it has the character-
istics of nonlinear filtering based on order statistics. Further-
more, MF detection could classify the altered images with
MF.1 Consequently, the prior studies2–5 emphasized that the
MF detector becomes a significant forensic tool for the
recovery of the processing history of a forgery image.

To extract the 10 features for MF detection (MFD), Kang
et al.2 obtained autoregressive (AR) coefficients as feature
vectors via an AR model to analyze the median filter residual
(MFR AR), which is the difference between the values of the
original image and those of the median-filtered image. The
authors analyzed an image’s MFR AR; it is able to suppress
image content that may interfere with MFD.

Yuan3 proposed the median filtering forensics (MFF) fea-
ture as a combination of five feature subsets which implied
an order statistics and the gray levels to capture the local
dependence artifact introduced by MF because to the two-
dimensional median filter affects either the order or the quantity
of the gray levels in an image region. The MFF method
employed five entries for the feature set extraction. This is done
by extracting a set of 44 features from an image. These sets
include features such as the distribution of the block median
pixel value and the distribution of the number of distinct gray
levels within a window. The experimental results of the MFF in
Ref. 3 can achieve comparable or better performance than the

subtractive pixel adjacency matrix (SPAM)-based method4 in
the case of high- and medium-quality factor JPEG postcom-
pression and low-resolution JPEG images. However, as with
Kirchner and Fridrich’s technique in Ref. 4, the performance
of Yuan’s technique in Ref. 3 decreases as the JPEG quality
factor is lowered or as the image size examined shrinks.

The computing time to extract the MFF feature vector
using the combined various entries is long, and both the
performances of the SPAM-based and the MFF-based
detectors degrade depending on the size of the analyzed the
up- or downscaling images. Thus, there is a need to develop
a more reliable method to detect MF in the case of up- and
downscaling, which is more desirable in practical applications.

In this paper, a new variation-based MFD method is pro-
posed in which the feature vector is constructed using two
kinds of variations between the neighboring line pairs in
a digital image. One is extracted in the space domain, and
the other is extracted in the frequency domain.

The rest of the paper is organized as follows. Section 2
briefly presents the theoretical background of the MFR
AR and the MFF method. In Sec. 3, the variation of neigh-
boring line pairs for the extraction of the feature vector is
computed, and it describes the composition of the new fea-
ture vector. The experimental results of the proposed method
are shown in Sec. 4. The performance evaluation is compared
with the MFR AR and the MFF, and those results are followed
by some discussions. Finally, conclusions are drawn.

2 Prior Median Filtering Detectors

2.1 Feature Set for Median Filtering Detection
The median pixel values obtained from overlapping filter
windows are related to one another as the overlapping
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windows share several pixels in common. According to this
fact, most state-of-the-art MF detectors2–5 for the feature vec-
tor used different lengths and the employed some methods
for the extraction of the feature set. To extend the length of
the feature vector to increase the classification ratio between
the altered and unaltered images, the extraction time of the
feature set and the training-testing time both take longer. In
Ref. 5, kernel principal component analysis is used to reduce
the length of the feature vector, therefore, additional compu-
tational time is required. Most MF detectors employ several
conventional extraction methods that are processed in the
space/frequency domain or use the statistical theory.

2.2 Median Filter Residual Method
Kang et al.2 used the 10-dimensional (10-D) feature vector,
which was extracted from the AR coefficients of the differ-
ence in the images between the original and its MF image.
They computed an MFR. In Ref. 2, the authors attempted to
reduce interference from an image’s edge content and the
block artifacts from JPEG compression. They proposed gath-
ering detection features from the MFR.

The image between the original and its MF image is used
to construct the AR model. The difference is referred to as
the MFR, which is formally defined as

EQ-TARGET;temp:intralink-;e001;63;484dði; jÞ ¼ medw½yði; jÞ� − yði; jÞ ¼ zði; jÞ − yði; jÞ; (1)

where ði; jÞ is a pixel coordinate and w is an MF window
size.

Subsequently, AR coefficients are computed as

EQ-TARGET;temp:intralink-;e002;63;420aðrÞk ¼ AR½meanðdðrÞÞ�; (2)

EQ-TARGET;temp:intralink-;e003;63;387aðcÞk ¼ AR½meanðdðcÞÞ�; (3)

EQ-TARGET;temp:intralink-;e004;63;359ak ¼ ðaðrÞk þ aðcÞk Þ∕2; (4)

where r and c mean the row and column directions, respec-
tively, and k is the AR order number, 1 ≤ k ≤ p, and p is the
maximum order number. In Eq. (4), the AR coefficients in
both directions are averaged to obtain a single, one-dimen-
sional AR model.

Again, the AR coefficients are for the difference in images
according to the following:

EQ-TARGET;temp:intralink-;e005;63;252dði; jÞ ¼ −
Xp
q¼1

aðrÞk dði; j − qÞ þ εðrÞði; jÞ (5)

EQ-TARGET;temp:intralink-;e006;63;203dði; jÞ ¼ −
Xp
q¼1

aðcÞk dði − q; jÞ þ εðcÞði; jÞ; (6)

where εðrÞði; jÞ and εðcÞði; jÞ are the prediction errors6 in the
row direction and column direction, respectively, and q is
a surrounding range of ði; jÞ.

2.3 Median Filtering Forensics Method
Yuan3 proposed detecting an MF by measuring the relation-
ships among the pixels within a 3 × 3 pixel window from an
image. The author believed that in a median-filtered image,

the gray level of the block center should occur more fre-
quently in the block after MF. For this reason, the sets
include features such as the distribution of the block median
pixel value and the distribution of the number of distinct gray
levels within a window. Moreover, the author proposed
a median filter detector that collects blockwise the MFF,
which is statistically based on the pixel values and their dis-
tribution on the block. A set of five features in the MFF is
extracted from a 3 × 3 pixel nonoverlapping block:

1. Distribution of the block median (DBM), denoted with
hDBM, accounts for the fact that, in median-filtered
images, gray levels in a small block tend to be equal
to the block median.

2. Occurrence of the block-center gray level (OBC),
denoted with hOBC, accounts for the fact that the
gray level of the block center should occur more fre-
quently in the block after MF.

3. Quantity of gray levels in a block (QGL), denoted with
hQGL, since the median filter reduces noise without
introducing new gray levels, make it likely that, after
filtering, the number of different gray levels in each
block is decreased.

4. Distribution of the block-center gray level in the sorted
gray levels (DBC), denoted with hDBC, considers the
frequency of the block-center gray level in the sorted
gray levels.

5. First occurrence of the block-center gray level in the
sorted gray levels (FBC), denoted with hFBC, simply
considers the first occurrence of the block-center
gray level in sorted gray level.

A direct combination of these feature subsets results in
a 44-dimensional feature vector (note that the hDBC5 and
the hDBM5 are equivalent)

EQ-TARGET;temp:intralink-;sec2.3;326;360hMFF ¼ ðhDBM; hOBC; hQGL; hDBC; hFBCÞ;
which is used for MFF.

Different features of the MFF are then combined heuris-
tically to produce a new index f, and MFD is then obtained
by simply thresholding f

EQ-TARGET;temp:intralink-;e007;326;290f ¼ hDBM5 hOBC2 hQGL6 ðhDBC3 þ hDBC7 − hDBC2 − hDBC8 ÞhFBC3

hOBC1 hQGL9 ðhDBC2 þ hDBC8 − hDBC1 − hDBC9 ÞhFBC2 hFBC9

:

(7)

A binary decision is then made according to the index f to
determine whether the image has undergone MF.

3 Proposed Median Filtering Detection Algorithm

3.1 Variation of Neighboring Line Pairs
In an image x, the intensity gradient between the neighboring
line pairs (the row and column directions) are defined as GðrÞ
and GðcÞ 1, respectively, as follows:

EQ-TARGET;temp:intralink-;e008;326;136GðrÞðiÞ ¼ 2 · xðiÞ − xði − 1Þ − xðiþ 1Þ; (8)

EQ-TARGET;temp:intralink-;e009;326;107GðcÞðjÞ ¼ 2 · xðjÞ − xðj − 1Þ − xðjþ 1Þ; (9)

EQ-TARGET;temp:intralink-;e010;326;82Gk ¼ desc½meanðGðrÞÞ þmeanðGðcÞÞ�∕2; (10)
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where r and c are row and column directions, respectively, k,
mean, and desc are feature dimension length, average, and
descending order, respectively. This averages the G in both
directions to obtain a single dimension.

Furthermore, the row and column differences of the
Fourier transform (FT) coefficient (FTcoeff ) between the
neighboring line pairs are defined as F ðrÞ and F ðcÞ, respec-
tively, in the same manner of Eq. (8)–(10), to as follows:

EQ-TARGET;temp:intralink-;e011;63;664F ðrÞðiÞ¼ 2 ·FTcoeff ½xðiÞ�−FTcoeff ½ði−1Þ�−FTcoeff ½xðiþ1Þ�;
(11)

EQ-TARGET;temp:intralink-;e012;63;620F ðcÞðjÞ¼2·FTcoeff ½xðjÞ�−FTcoeff ½xðj−1Þ�−FTcoeff ½xðjþ1Þ�;
(12)

EQ-TARGET;temp:intralink-;e013;63;580F k ¼ desc½meanðF ðrÞÞ þmeanðF ðcÞÞ�∕2: (13)

Also, as in Eq. (10), it averages the F in both directions to
obtain a single dimension.

3.2 Feature Vector Composition
The feature set for the proposed variation-based MFD
method is composed of 19-dimensions (19-D). The k in
Gk is set to be 1 to 9, which are the nine most significant
values by descending order of Gk, and the k in F k is set
to be 1 to 10, the 10 most significant values by descending
order of F k. Both ks are defined as the feature vector length
based the variations of G and F .

The first 9-dimensional (9-D) part is related to the varia-
tion that is the differences between the intensity values
between neighboring line pairs. The nature of the feature
and length is similar to the MFF OBC3 according to the
space domain processing. The second 10-D part is related
to the variations that are the differences between the coeffi-
cient values of FT between neighboring line pairs. The
nature of the feature and length is similar to the MFR AR2

according to the frequency domain processing.
The proposed complete MFD technique can be summa-

rized as follows:

Step 1: A gradient difference value of the neighboring line
pairs by Eq. (10) and a coefficient difference value
of the FT of the neighboring line pairs by Eq. (13)
are computed.

Step 2: Compute the variations between the row and column
neighboring line pairs in an image.

Step 3: Define 19-D feature vector, which is composed of
two kinds. The first is the most significant nine
variation values by descending order from the
differences of the gradient, and the other is the

Fig. 1 Distribution of the features extracted from different types of
sample images: the group images (a) A, (b) B, (c) and C. Fig. 3 Variations of the FT coefficient differences by Eq. (13).

Fig. 2 Variations of the gradients differences.
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most significant 10 variation values by descending
order from the FT coefficient in step 2.

Step 4: Input the 19-D feature vector in step 3 to a support
vector machine (SVM) training to classify the
median filtered image and the other image types
that are unaltered or altered.

4 Experimental Results
In this section, the experimental methodology used in
the experiments is described, and then compared to the

experimental results of the proposed variation-based MF
detector to the MFR AR and the MFF methods to verify
the effectiveness of the proposed method. The MFR AR
which has a very short 10-D feature vector and the MFF
have good performances in the existing MF detectors, so
they are the best to compare.

4.1 Experimental Methodology
SVM training and testing was performed by inputting the
constructed 19-D feature vector to an SVM classifier for

Fig. 4 ROC curves of the MFR AR method. (a) MF3 versus test images of group A, (b) MF5 versus test
images of group A, (c) MF35 versus test images of group A, (d) MF3 versus test images of group B,
(e) MF5 versus test images of group B, (f) MF35 versus test images of group B, (g) MF3 versus test
images of group C, (h) MF5 versus test images of group C, and (i) MF35 versus test images of group C.
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the training of the MF classification. C-SVM7 with Gaussian
kernel is employed as the classifier

EQ-TARGET;temp:intralink-;e014;63;730Kðxi; xjÞ ¼ expð−γkxi − xjk2Þ ðγ > 0Þ. (14)

Moreover, it trained in an SVM classifier with fourfold cross-
validation in conjunction with a grid search for the best
parameters of C and γ in the multiplicative grid

EQ-TARGET;temp:intralink-;e015;63;665ðC; γÞ ∈ fð2i; 2jÞj4 × i; 4 × j ∈ Zg: (15)

The searching step size of ði; jÞ is 0.25, and then those param-
eters are used to get the classifier model on the training set.

The experiments prepared the following image database:

• The BOSE2 image database (June 2016)8 consisted of
10,000 downsampled and cropped natural grayscale
images of a fixed size of 512 × 512 pixels.

• The UCID image database9 consists of 1338 un-
compressed color images of size 512 × 384 or
384 × 512 pixels.

Fig. 5 ROC curves of the MFF method. (a) MF3 versus test images of group A, (b) MF5 versus test
images of group A, (c) MF35 versus test images of group A, (d) MF3 versus test images of group B,
(e) MF5 versus test images of group B, (f) MF35 versus test images of group B, (g) MF3 versus test
images of group C, (h) MF5 versus test images of group C, and (i) MF35 versus test images of group C.
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• The SAM image database (June 2016)10 which is a raw
image database containing 5150 uncompressed raw
color images of the size of 256 × 256 pixels.

This results in the image database and, where necessary,
the images were converted to 8-bit grayscale images and
used in the experiments.

For the effective measurement of the proposed method in
the experiment, four kinds of test items, area under curve

(AUC), the classification ratio, the minimal average decision
error (Pe), and PTP at PFP ¼ 0.01 (PTP and PFP denote the
true-positive and false-positive rates, respectively). Also, the
classified rate of the experimental AUC results is interpreted
using the traditional academic point system. The definition
of AUC grade is described in Ref. 11

EQ-TARGET;temp:intralink-;e016;326;686Pe ¼ min

�
PFP þ 1 ¼ PTP

2

�
: (16)

Fig. 6 ROC curves of the proposed variation-based MFD method. (a) MF3 versus test images of group
A, (b) MF5 versus test images of groupA, (c) MF35 versus test images of groupA, (d) MF3 versus test
images of group B, (e) MF5 versus test images of group B, (f) MF35 versus test images of group B,
(g) MF3 versus test images of groupC, (h) MF5 versus test images of groupC, and (i) MF35 versus test
images of group C.
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Table 1 Performance comparison between the MFR AR, MFF, and the proposed method. (The best result for each training–testing pair is
displayed in bold type as a whole.) No. (experimental result item) 1: AUC, 2: classification ratio, 3: Pe, 4: PTP at PFP ¼ 0.01.

(a)

MFD method MFw No.

Test images: group A

ORI JPG90 DN0.6 UP1.5 UP2.0

Proposed 19-D MF3 1 1.000 0.985 1.000 1.000 0.994

2 1.000 0.890 1.000 0.999 0.953

3 0.000 0.023 0.000 0.001 0.011

4 1.000 0.971 1.000 0.999 0.988

MF5 1 0.989 0.987 0.990 0.992 0.990

2 0.914 0.865 0.954 0.927 0.919

3 0.017 0.022 0.014 0.017 0.023

4 0.976 0.971 0.981 0.981 0.967

MF35 1 1.000 0.987 1.000 0.996 0.988

2 1.000 0.896 1.000 0.996 0.907

3 0.000 0.022 0.000 0.006 0.023

4 1.000 0.975 1.000 0.994 0.976

MFR AR 10-D MF3 1 0.854 0.868 0.912 0.999 0.971

2 0.137 0.145 0.283 0.980 0.557

3 0.202 0.187 0.139 0.008 0.079

4 0.714 0.656 0.729 0.986 0.878

MF5 1 0.934 0.959 0.901 0.994 0.899

2 0.365 0.361 0.385 0.873 0.216

3 0.118 0.083 0.140 0.028 0.158

4 0.807 0.885 0.700 0.957 0.750

MF35 1 0.857 0.889 0.854 0.996 0.919

2 0.180 0.183 0.250 0.908 0.345

3 0.204 0.178 0.193 0.025 0.149

4 0.756 0.752 0.592 0.965 0.800

MFF 44-D MF3 1 1.000 1.000 1.000 0.996 0.985

2 1.000 1.000 1.000 0.897 0.743

3 0.000 0.000 0.000 0.013 0.031

4 0.998 0.997 0.999 0.940 0.923

MF5 1 1.000 1.000 1.000 0.992 0.988

2 1.000 1.000 1.000 0.845 0.803

3 0.000 0.000 0.000 0.18 0.027

4 0.998 0.997 0.999 0.994 0.929

MF35 1 1.000 1.000 1.000 0.997 0.988

2 1.000 1.000 1.000 0.956 0.813

3 0.000 0.000 0.000 0.013 0.027

4 0.998 0.997 0.999 0.938 0.927
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Table 1 (Continued).

(b)

MFD method MFw No.
Test images: group B

MF3+DN0.9 MF3+DN0.6 MF3+UP1.1 MF3+UP1.5 MF3+JPG90

Proposed 19-D MF3 1 0.992 0.999 1.000 1.000 0.996

2 0.975 0.981 1.000 0.999 0.968

3 0.009 0.002 0.000 0.000 0.008

4 0.988 0.996 1.000 1.000 0.985

MF5 1 0.998 0.994 0.991 0.995 0.988

2 0.975 0.955 0.969 0.970 0.939

3 0.004 0.012 0.012 0.008 0.017

4 0.996 0.985 0.990 0.992 0.980

MF35 1 0.997 0.998 0.996 0.993 1.000

2 0.974 0.971 0.967 0.954 0.993

3 0.004 0.004 0.007 0.014 0.003

4 0.998 0.994 0.990 0.988 0.996

MFR AR 10-D MF3 1 0.899 0.919 0.943 0.997 0.894

2 0.219 0.322 0.383 0.952 0.181

3 0.170 0.131 0.115 0.021 0.173

4 0.720 0.757 0.822 0.955 0.712

MF5 1 0.885 0.921 0.903 0.967 0.971

2 0.119 0.370 0.206 0.546 0.877

3 0.177 0.134 0.155 0.086 0.073

4 0.748 0.784 0.800 0.878 0.880

MF35 1 0.847 0.860 0.879 0.980 0.896

2 0.105 0.294 0.218 0.706 0.262

3 0.216 0.197 0.182 0.066 0.180

4 0.686 0.646 0.734 0.925 0.729

MFF 44-D MF3 1 1.000 1.000 0.995 0.992 1.000

2 1.000 1.000 0.859 0.754 1.000

3 0.000 0.000 0.013 0.017 0.000

4 0.995 0.997 0.972 0.956 0.998

MF5 1 1.000 1.000 0.995 0.993 1.000

2 1.000 1.000 0.893 0.802 1.000

3 0.000 0.000 0.014 0.017 0.000

4 0.995 0.996 0.967 0.950 0.997

MF35 1 1.000 1.000 0.995 0.994 1.000

2 0.999 1.000 0.871 0.858 1.000

3 0.001 0.000 0.015 0.015 0.000

4 0.993 0.997 0.968 0.964 0.997
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Table 1 (Continued).

(c)

MFD method MFw No.
Test images: group C

MF5+DN0.9 MF5+DN0.6 MF5+UP1.1 MF5+UP1.5 MF5+JPG90

Proposed 19-D MF3 1 1.000 0.998 0.985 0.996 0.991

2 1.000 0.923 0.938 0.975 0.965

3 0.000 0.019 0.024 0.010 0.013

4 1.000 0.979 0.980 0.984 0.992

MF5 1 0.996 0.994 0.997 0.994 0.999

2 0.973 0.952 0.984 0.956 0.991

3 0.006 0.010 0.004 0.014 0.003

4 0.996 0.986 0.994 0.981 0.998

MF35 1 0.999 1.000 0.997 0.995 0.995

2 0.980 1.000 0.989 0.952 0.956

3 0.001 0.000 0.005 0.010 0.010

4 0.999 1.000 0.989 0.987 0.991

MFR AR 10-D MF3 1 0.967 0.812 0.973 0.997 0.964

2 0.546 0.131 0.557 0.955 0.487

3 0.082 0.235 0.069 0.017 0.084

4 0.850 0.575 0.853 0.968 0.831

MF5 1 0.947 0.922 0.923 0.993 0.962

2 0.486 0.290 0.340 0.840 0.546

3 0.111 0.130 0.140 0.033 0.094

4 0.870 0.792 0.793 0.929 0.844

MF35 1 0.933 0.812 0.930 0.993 0.942

2 0.408 0.147 0.327 0.843 0.386

3 0.134 0.248 0.133 0.029 0.119

4 0.818 0.612 0.811 0.916 0.790

MFF 44-D MF3 1 0.889 0.980 0.757 0.788 0.976

2 0.076 0.625 0.054 0.062 0.558

3 0.117 0.026 0.241 0.221 0.034

4 0.735 0.931 0.535 0.470 0.907

MF5 1 0.992 0.999 0.974 0.986 1.000

2 0.851 0.999 0.723 0.828 0.997

3 0.028 0.002 0.053 0.039 0.003

4 0.932 0.997 0.897 0.884 0.992

MF35 1 0.995 0.999 0.976 0.983 1.000

2 0.896 0.999 0.737 0.840 0.998

3 0.019 0.002 0.052 0.043 0.002

4 0.940 0.995 0.884 0.894 0.993
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BOWS2 10,000 images, UCID 1388 images, and SAM 5150
images are used for MFD, and the test image types are pre-
pared as ORI (unaltered), MF3 (median window size: 3 × 3),
MF5 (median window size: 5 × 5), MF35 (“35” denotes the
MF3 and MF5) composed of the randomly selected images
(each 5000 in the MF3 and MF5 of BOWS2, each 694 in the
MF3 and MF5 of UCID, and each 2575 in the MF3 and MF5
of SAM, respectively), JPEG (QF ¼ 90), downscaling (0.6),
upscaling (1.5), and upscaling (2.0), respectively.

Subsequently, the trained classifier model is used to per-
form the classification on the testing set. Among the total of
16,538 images, 10,000 images are selected randomly in
training, and the other 6538 images are for testing. Before
an SVM classifier is trained for the MFD, it prepared the
MFw (w ∈ f3; 5; 35g,) for the positive data, and the negative
data are three groups, A, B, and C, as follows:

(1) Group A: the unaltered and the altered just once
images:

i. ORI
ii. JPG90
iii. DN0.6
iv. UP1.5

v. UP2.0

(2) Group B: postaltered after MF3:

i. MF3 + DN.9
ii. MF3 + DN.6

iii. MF3 + UP1.1
iv. MF3 + UP1.5
v. MF3 + JPG90

(3) Group C: postaltered after MF5:

i. MF5+DN.9
ii. MF5+DN.6
iii. MF5+UP1.1
iv. MF5+UP1.5
v. MF5+JPG90

4.2 Experimental Results
The proposed method compared with existing works: the
MFR AR2 and the MFF methods.3 For the proposed method,
the experiments were conducted using the MATLAB®

(R2015a) tools on PC environment (the 64-bit version of
Windows 7, Intel® core™ i7-5960X CPU @ 3.00 GHz
and DDR4 32 GB memory).

The extracted feature set distribution of variety images
from the proposed variation-based MF detector is shown
in Fig. 1. The JPEG (QF ¼ 90) is very similar to the original
image, but the rest of the images are quite different from each
other. Figures 2 and 3 show the variations of the gradient
difference and the coefficient difference of the neighboring
line pairs by Eqs. (10) and (13), respectively.

In Fig. 4, receiver operating characteristic (ROC) curves
show each performance ofMFw versus the test image groups
A, B, and C, on the MFR AR method. In this part, the MFR

Fig. 7 Cut and paste forgery image example.
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AR method shows the best performance of the MFD against
the UP, while, the performances of the DN, JPG, and ORI are
relatively lower.

In Fig. 5, ROC curves show each performance on the
MFF method. In this part, the MFF method shows the best
performance of the MFD in the JPEG and DN, but the per-
formance is relatively low in UP.

In Fig. 6, the proposed method exhibits excellent perfor-
mance on all MFw versus almost test image groups, except
for MF5 versus ORI. It conducted performance evaluation
and theoretical analysis for the MFD in the various altered
image types.

Table 1 shows experimental results of MFw and the test
image groups A, B, and C, which presented as (a), (b), and
(c), respectively. In this table, there are four kinds of test
terms: AUC, the classification ratio, Pe, and PTP at PFP ¼
0.01. As a result, the AUC and the classification ratio are
both above 0.9. Pe ranges from 0.003 to 0.027, and PTP

at PFP ¼ 0.01 ranges from 0.965 to 0.996.
Moreover, the ROC curves of the proposed method for the

many types of the test image are relatively closer to each
other, which indicates the more consistent classification
performance of the proposed method. Overall, the perfor-
mance is excellent at unaltered (original), JPEG (QF ¼ 90)

Fig. 8 Local MFD results using the MFR AR method. Fig. 9 Local MFD results using the MFF method.
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compression, downscaling (0.6), and upscaling (1.5 and 2.0)
images on the MF3, the MF5, and the MF35 detections.
However, in the proposed variation-based MFD methods,
despite the 19-D short length of the feature vector, the per-
formance results of the AUCs approached 1. Thus, it is con-
firmed that the grade evaluation of the proposed algorithm is
rated as “Excellent (A).” [The classified rate of the experi-
mental AUC results is interpreted using the traditional
academic point system11 (June 2016).] In this evaluation,
it uses the terms of general interpretation AUC for each
training–testing pair.

Subsequently, the testing of the MF to detect low-resolu-
tion images will be examined. A small image window size is

a requirement for detecting forgeries in a median-filtered
image or modified JPEG pre- or/and postcompression. An
example of a cut-and-paste forgery image is shown in Fig. 7.
An unaltered image (window) is cut, and a median-filtered
image (house) is pasted onto the cut area (white region) of
the unaltered image (those unaltered images come from the
BOWS2 database), forming a composite image, which was
then JPEG postcompressed using a quality factor of 90,
rotated counterclockwise by 5 deg and added salt and pepper
noise by 0.05 density. Figures 8–10 show the detection
blocks of MF with the MFR AR, the MFF, and the proposed
method, respectively. The detected blocks that are median-
filtered (the true positives) are marked in red, and the
remaining blocks are marked in blue (the false alarms).
(The color version of the paper is available online.) In
Figs. 8–10, the left column (a, c, e, and g) is examined in
a 32 × 32 block size, and the right column (b, d, f, and h)
is examined in a 64 × 64 block size. The first row (a and b)
shows the detection results in MF3 versus unaltered images,
the second row (c and d) shows the detection results in
MF3 + JPG90 versus JPG90 images, the third row (e and f)
shows the detection results in MF3 versus unaltered to
rotated images, and the last row (g and h) shows the detection
results in MF3 versus unaltered to noisy images.

In Fig. 8, the MFR AR method does not perform well for
a 32 × 32 size image, and it performs only slightly better for
MF3 versus unaltered images on a 64 × 64 size image.
In Fig. 9, the MFF method performed well for MF3 versus
unaltered images and rotated one for both 32 × 32 and
64 × 64 size images. Meanwhile, the corresponding forensic
detection does not provide good results in JPEG postcom-
pression. In Fig. 10, the MFD of the proposed method with
a 19-D feature vector is supreme for MF3 versus unaltered
images, under JPEG postcompression, and its rotated and
noisy one for both 32 × 32 and 64 × 64 size images,
respectively.

5 Conclusions
This paper proposed a variation-based MFD method, the
constructed feature vector that was composed of two kinds
of variations from the space and the frequency domain in
an image. The extracted one is computed on the gradient
differences between the neighboring line pairs, and the
other is computed on the FT coefficient differences.

All of that increases the experimental results in the MFD.
To the best of our knowledge, this is the first complete sol-
ution for the variation between the neighboring line pairs of
a digital image. So this will serve as additional research con-
tent for MFD. Future work should consider a performance
evaluation of the smaller size as an altered image. Finally,
the proposed variation-based method can be applied to
solve different forensic problems, such as the previous MFD
methods.
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